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INTRODUCTION EXPERIMENTALSETUP

Gathering information about the surface of the earth and particularly its urban component is
one of the core fields of remote sensing. The acquired data allows for a better understanding of
our living space and usually supports the decision-making process in numerous domains. The
complexity of the urban fabric, paired with environmental and socioeconomic challenges has
made enhancing our knowledge base about urban forms an increasingly urgent task. Qur main
objective through this work is to test deep learning methods for urban fabric mapping and for
the recognition and the monitoring of urban forms. The contributions of this work can be
summarized as follows :
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Whilst working on Sentinel 2 images, TRAINING
we perform elaborate experiments DATA ARCHITECTURES
with VGG16 and VGG19 as encoders We Used Popular Pre-trained Models - * Performed On Google
for the segmentation models + Sentinel 2 images Of The Call e et FY =
Strasbourg Region + An FCN-32s Model Initialized With Notebook Environment Providing
» The Comresponding Ground Truth VGG-19 Free Tesla K80 GPU.
Labels : "The Land Cover « An FCN-16s Model Initialized With
Classification For France " VGG-19 * We Used Mini-batches Of 30
We evaluate and compare different . A SegNet Model Initialized Witrh A Images And We Went Through
decoder architectures VGG-16 Encoder. Approximately 150 Epochs With A
» A UNet Model Initialized With A VGG- Learning Rate Of 10-4.
16 Encoder
We show that in spite of the coarse
spatial resolution of Sentinel 2 images,
pre-trained models can achieve ) )
| competitive results We compared our results with those of [1] who also used different models for
W—— the segmentation of buildings footprints from very high resolution satellite
5> mean IoU | Acc. (Pixel)
Baseline FCN [2] 53.82% 92.79 %
RESULTS D e T T B s
FCN (VGG16 encoder) 66.21% 94.54 %
: . : : FCN + MLP (VGG16 encoder 68.17% 9495 %
The metric used to evaluate the score of our training was the Dice Coefficient. The ( )
. . 3. SegNet (VGG16 encoder) 70.14% 95.17 %
loss was set to the opposite of the dice coefficient.
Figure 7 : The prediction accuracies obtained by [1] on the INRIA aerial image labeling dataset
We present below the learning curve of our models during training for both the
training set and the development set. Our overall accuracy for the SegNet based architecture is slightly inferior to the
authors findings, this can be attributed to the coarse resolution of Sentinel 2
- images (10 m) in comparison with the Inria Aerial Image Labeling Dataset used
by the authors (0.3 m). On the other hand, the UNet architecture improved the
FCN-32S - UNET overall accuracy by about 1.06 %.
mw We present below the predictions outputted by our models on some validation
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Figure 3 : Learning curve during training for SFGNET Figure 4 : Learning curve during training for FCN-16S

As shown below, the UNet architecture achieved the best results converging
towards a dice coefficient of approximately 0.85 for both the training set and the
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Figure 5: Comparison of learning curve s for different models

Evaluating our trained models on the development set, we obtained the following In this work, we investigate deep neural networks for the urban fabric

results ° semantic labeling using Sentinel 2 data.
» ‘ Overall Intersection Kappa
Modele F1 score . .
Accuracy over union Coeflicient o ) . |
Building upon these findings, we plan to extend our models to multiple classes
FCN32-VGG19 91.98 % 76.65 % 62.15 % 71.82 %
of urban morphology . In this context we also plan to make use of temporal
FCN16-VGG19 92.02 % 79.70 % 66.26 % 74.79 % , , ,
cues together with spectral cues to help recognize more accurately different
SegNet-VGG16 94.84 % 83.10 % 71.09 % 80.00 % . . . .
classes of urban forms. This way, we intend to quantify the improvements that
UNet-VGG16 96.23 % 88.24 % 78.96 % 86.00 % . . .
) “ i “ “ multi-temporal images bring to the above problem.

Figure 6 : Validation results for differeFinal results
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