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Gather ing information about the surface of the earth and particularly its urban component is 
one of the core fields of remote sensing. The acquired data allows for a better understanding of 
our living space and usually supports the decision-making process in numerous domains. The 
complexity of the urban fabric, paired with environmental and socioeconomic challenges has 
made enhancing our knowledge base about urban forms an increasingly urgent task. Our  main 
objective through this work is to test deep learning methods for urban fabric mapping and for 
the recognition and the monitoring of urban forms.  The contr ibutions of this work can be 
summarized as follows :

URBAN  FABRIC  SEGMENTATION  ON HIGH RESOLUTION SATELLITE 
IMAGES USING  FULLY CONVOLUTIONAL  NEURAL  NETWORKS

The metric used to evaluate the score of our training was the Dice Coefficient. The 
loss was set to the opposite of the dice coefficient. 
We present below the learning curve of our models during training for both the 
training set and the development set. 

FCN- 32s UNet

FCN- 16s    SegNet

As shown below, the UNet architecture achieved the best results converging  
towards a dice coefficient of approximately  0.85 for both the training set and the 
development set . 

We compared our results with those of [1] who also used different models for 
the segmentation of buildings footprints from very high resolution satellite 
images.    

Our overall accuracy for the SegNet based architecture is slightly inferior to the 
authors findings, this can be attributed to the coarse resolution of Sentinel 2 
images (10 m) in comparison with the Inria Aerial Image Labeling Dataset used 
by the authors (0.3 m). On the other hand, the UNet architecture improved the 
overall accuracy by about 1.06 %. 
We present below the predictions outputted by our models on some validation 
data:
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Evaluating our trained models on the development set, we obtained the following 
results :   

4 Fut ur e Wor k :
In this work, we investigate deep neural networks for the urban fabric 
semantic labeling using Sentinel 2 data. 

Building upon these findings, we plan to extend our models to multiple classes 
of urban morphology . In this context we also plan to make use of temporal 
cues together with spectral cues to help recognize more accurately different 
classes of urban forms. This way, we intend to quantify the improvements that 
multi-temporal images bring to the above problem. 

 Figure 1 : Learning curve dur ing training  for  FCN-32S  Figure 2 : Learning curve dur ing training  for  UNET

 Figure 3 : Learning curve dur ing training  for  SFGNET  Figure 4 : Learning curve dur ing training  for  FCN-16S

 Figure 5 :  Compar ison of learning curve s for  di f ferent models

 Figure 6 : Val idation resul ts for  di f fereFinal  resul ts 

 Figure 7 :  The predict ion accuracies obtained by [1] on the INRIA aer ial  image label ing dataset

 Figure 8 :  One example input image w ith di f ferent output predict ions


