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Introduction

* Lip reading is reading speech from speaker’s lips

motions.

« Lip reading has many applications such as in medical
field, however, it is a challenging computer vision

problem.

 Hahn Convolutional Neural Network to visually

recognize speech efficiently and with
computation resources.

less

 Leverage Hahn moments to extract features and

perform the recognition with CNN.

» Accurate visual speech recognition can have many

implications such as for laryngectomized persons.
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HCNN Architecture
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Discrete Orthogonal Hahn Moments

 Hahn moments are a set of orthogonal moments
based on Hahn polynomials defined on the image
coordinates space.

* Discrete orthogonal Hahn moments are descriptors
that can extract the main characteristics from image

at low orders.

« Hahn Polynomials formula [1]:

For any integer x € [0, N — 1] > 0, Hahn polynomial of

order n,n = 0,1,---,N — 1, is defined as:

R (x, N) = (N + B — 1) (N — 1),

(=) (M) 2N+a+f—n—1); 1

X Yi=o(—=1)"

where (a)p,=a-(a+1)(a+k—-1) =

I'(a)
the Pochhammer symbol.

 Hahn moments of order (n + m) of an image with

dimensions N X M is given as follow [1]:

N—1M-1
Ham = ) D BSEP G MR (N F(x,9)
x=0 y=0

where f(x,y) is the image matrix.

* Figure (1) illlustrates the polynomials generated for

N =100,a = 8 = 5,and order = 12 (from 1 to 12)
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Data

OuluVS2 Digits sequences [2]: 52 speakers
uttering 10 digits sequences:

"173510626677,74029185904","190/7/8803
287,"4912118551","8635402112","23900
167064","52716136707,"9744435587","63
85398565","7324019950".

Results
Original image size: 800x550

Method Accuracy

Hahn Polynomials up to order=12 and N=100
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Figure (1): Hahn Polynomials
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HCNN (order 12) 74.33%
HCNN (order 16) 80.05%
HCNN (order 32) 88.72%
HCNN (order 44) 91.94%
HCNN (order 56) 93.72%
HCNN (order 60) 92.66%

CNN 42.27%

Conclusion

« Hahn moments retain the most characteristics of the
image and reduce significantly the computation
requirements.

 HCNN yields good results with a shallow
architecture.

 HCNN can be used efficiently to handle the problem
of lip reading and other computer vision problems.
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