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Abstract

In thi swork,we present a new Context Aware Recommender S ystems
solution that ta kes the whole reviews as input in addition to users and
items. Along with this solu tion, we develop a new CARS algorithm,
based on the generic recommendation algorithm Factorization
Machines, called: Textual Context Aware Factoriza tion Machines
(TCAFM). TC AFM ta ke a s input conte xtual data where the textual
reviews are considered as context and compute context aware rating
predictions. Experiments show that u sing the proposed solution
signifi cantly i mproves recommendation quali ty. Furthermore, u sing
TCAFM leads to additional improvements.
Keywords: Context Aware Recommender Systems, Text
Classification, Machine Learning, NaturalLangage Processing.

Introduction

Contextual Information In Reviews

Even if reviews are primarily written to express sentiments and preferences 
about items, they can carry some contextual information.

Getting Context From reviews:
What if we Consider the whole Review as Context ?

We are seeking to:
• Represent reviews in such a way that contextual information are brought out. 
• Develop a CARS algorithm tailored to this new representatio n and all its 

associated challenges.
• Improve recommendatio n results !

The proposed approach

Our proposed approach consists of a two-stage process. The firs t
stage is a review vectorization one where reviews are represented
into a new space in order to broughtout contextual information. The
second stage is a contextaware recom mendation stage where we
apply a CARS algorithm on resulting contextual data.

References

Reco m men de r Syst em s ar e sys te ms th at filt er i nfo rm ati on d ep en ding on use rs ’
profiles and suggest items that might match their preferences.
Most RS foc us o n us ers an d ite ms in c om puti ng pr edicti ons . How eve r, th er e is
oth er c ont ext ual i nfo rm atio n (s uc h as tim e, we at her or acc om pa nyin g p ers ons )
that may influence user decisions.

Cont ext Awa re Rec om m end er Syst e ms (CARS) a re Re co mm en de r Sys te ms th a t
consi de rs, a n a dditi on t o us ers an d ite ms, oth er c ont ext ual i nfo rm atio n fo r
computing predictions.

Context : “ any in fo rm atio n th at ca n be use d to ch ar act eriz e th e situ atio n of a n
entity ”

Researches in CARS address three main issues:
(i) obtaining contextual information
(ii) selecti ng w hich c ont ext ual inf or mati on t o use i n a pa rtic ular rec om me nd atio n

task,
(iii) incorporating these information in the recommendati on process

=> W e deve loped a solution to do the three ta sk simult aneously and
automatically

In th is work:
• we pres ent a ne w C ARS solut ion that t ak es the whole re vie ws as input in

addition to us ers and item s and compute contex t aw are ra ting prediction
without requiring any f ea ture engineering to extr act conte xt from revi ew s .
We call th is solution: Review Aware Recommender Systems.

• We dev elop a ne w CARS algorithm that is tai lored to te xtua l conte xt s
resulting from the R evi ew Vec torizat ion st age. We build our algorithm on
the generic algorithm Factoriza tion M achines [1 ] and w e c all i t Textu a l
Context Aware Factorization Machines (TCAFM).

• TCAFM tak e as input conte xtual da ta wher e the te xtua l revi ew s are
considered as context and compute context aware rating predictions.

• Experiments show that us ing the proposed solution significantl y
improves recommendation quali ty. Furthermore, using TCAFM le ads to
additional improvements.

The Context Aware Recommendation Stage
Apply a Context Aware Recommender System on resulting 
contextualized data.

But,
• Resulting data are even sparser!
• There are clusters (contextual features) that not reflect contextual 

information!

We develop a new algorithm, that we call Textual Context Aware 
Factorization Machines Algorithm (TCAFM), and that:
• Is built on Factorization Machines (FM) [1], as this last one is 

tailored for sparse data.
• Reformulates the FM model so that, for each contextual factor, a 

corresponding weight is added in order to capture its importance. 
These are learned automatically along with other model 
parameters in the optimization procedure.

More details about TCAFM and the whole solution can be found here 
[2].
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The Review Vectorization Stage

How to represent reviews into a vector space in such a way 
that contextual information are brought out?

Within the review vectorization stage:
• we use Word2Vec technique to produce vectors for reviews 

words. 
• Then, using these resulting vectors, we apply the K-means 

clustering algorithm to group semantically nearest words into 
clusters. In this way, closer words in terms of meaning are 
grouped together. This step ends up with a set of words 
clusters. 

• The next step consists of using these clusters as a space to 
represent documents, here reviews. The output of this step is 
document vectors. Because we are interested in contextual 
information, and words carrying such information may appear 
only once in the review, unlike noisy words (as 'table', ‘food’ 
...) that may appear frequently, we are interested in presence 
weighting instead of frequency. This step finally ends up with 
reviews represented in the new word clusters feature space.

Experiments

We conduct experiments on a dataset taken from the Yelp
Dataset Challenge and consisting of 23794 reviews for 1414
restaurants and 6267 users. Using this dataset, we co mpare
different setting for the review vectorization stage, and TCAFM
with the CARS state-of-the-art algorithm, CAFM [3] in the
recommendation stage.We also compare us ing context with not
using context using FM.

Results show that using context from reviews throughout our
proposed solution considerab ly improve recommendation .
Moreover, results demonstrate that TCAFM outperforms CAFM
when settings are well chosen.
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Conclusion
• We presented Review Aware Recommender Systems, a solution 

that allows to: 
• automatically use relevant contextual information from 

reviews and 
• incorporate it into recommendation automatically, 

simultaneously, effectively and also without requiring any 
feature engineering. 

• We also presented TCAFM, a new context aware recommender 
algorithm that is adapted to textual context. 

• Conducted experiments showed that: 
• using context from reviews throughout our proposed solution 

considerably improve recommendation. 
• TCAFM outperforms CAFM when settings are well chosen.

Þ These can be considered as new and important findings in 
CARS research.


